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ABSTRACT 
Visual speech information plays an important role in lip-reading under noisy conditions or for listeners with a 

hearing impairment. Correct utterances to read Quran for beginners, there are rules of utterances to learn Quran 

and we need a software system to tell us if we utter correctly. For that, we built lip-reading model, the model 

localizes the lips efficiently. 

We present in this study a classification model for some al-tajweed rules as we depended on  Machine Learning - 

Cascade Object Detector (Viola-Jones Algorithm), HOG features, a multiclass SVM classifier and Aggregate 

Channel Features (ACF) object detector for features extraction. We uses Matlab to train a classifiers using a pre-

trained convolutional neural network (CNN) for classifying images from the video stream of four different Rules 

of Holy Quran Allah Elevating (mufakhum), Allah Lowering (moureqeq), sunny لام and moonyلام. CNN acquires 

multiple convolutional filters, used to extract visual features essential for recognizing phoneme. CNNs produce 

highly accurate recognition results  

 

KEYWORDS: Mouth detection, Viola-Jones, HOG + SVM classifier, (ACF), CNN 

 

 

1. INTRODUCTION 
In this age of dramatic technology shifts, one of the most significant has been the emergence of digital video as 

an important aspect of daily life a realization by visionary engineers that, the future of wireless relies heavily on 

visual communication. 

 

Lip-reading is the task of decoding text from the movement of a speaker’s mouth. Traditional approaches 

separated the problem into two stages: designing or learning visual features, and prediction. Lip readers have 

enormous practical potential, with applications in improved hearing aids, silent dictation in public spaces, security, 

and speech recognition in noisy environments, biometric identification, and silent-movie processing. Use the 

images sequence segmented from the video of the speaker's lips, which is the technique of decoding speech content 

from visual clues such as the movement of the lip, tongue and facial muscles. 

 

Lip-reading actuations, besides the lips and sometimes tongue and teeth, are latent and difficult to disambiguate  

without context (Fisher, 1968; Woodward & Barber, 1960). For example, Fisher (1968)  gives five categories of 

visual phonemes (called visemes), out of a list of 23 initial consonant phonemes, that are commonly confused by 

people when viewing a speaker’s mouth. Many of these were asymmetrically  confused, and observations were 

similar for final consonant phonemes.[33] . 

 

Also a lot of work focusing on audio-visual speech recognition (AVSR) trying to find effective ways of combining 

visual information with existing audio-only speech recognition systems (ASR). The McGurk effect [23] 

demonstrates that inconsistency between audio and visual information can result in perceptual confusion. Visual 

information plays an important role especially in noisy environments or for the listeners with hearing impairment. 

[34]. 
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Aiming to help those who are hard of hearing and can revolutionize speech recognition. 

An automatic speech-reading, or lip-reading, system as part of an audio-video speech processing (AVSP) system 

is expected to improve ASR in noisy conditions and can thus lead one step closer to more natural human-computer 

interactions. 

 

2. FRAMING VIDEOS AND PREPROCESSING 
Loaded the videos, reading the videos frame by frame, resize each frame in 360 columns, 640 rows, make the 

videos state by rotate each frame 90 degree and save each frame in specific folders to use it in the face detection 

stage. Prior to training and testing a classifier, a pre-processing step applied to remove noise artifacts introduced 

while collecting the image samples. This provides better feature vectors for training the classifier [37] 

 

 
Figure (1.2) Show pre-processing results 

 

3. FACE RECOGNITION  
Face recognition is the process of identifying people in images or videos by comparing the appearance of faces in 

captured imagery to a database. Face recognition has many applications ranging from security and surveillance to 

biometric identification to access secure devices. There is many applications for face recognition: 

 

3.1 Face Recognition Workflow  

Prepare the database of facial recognition videos of readers we  want to recognize also knows the face gallery then 

perform the processing step of feature extraction to store the discriminative information of each face reader in a 

compact vector . Following this, we have a learning or modeling algorithm to fit, a model appearance faces in the 

gallery that can discriminate between different rules in the database. The output of this stage is a classifier a 

module that will used to recognize the input video. When we have an input query video a face detection algorithm, 

we used to find where the faces are located in that video. Then crop, resize and normalize the face to match the 

size and pose images used in the training face gallery. From the same feature extraction step we did in the face 

gallery, and we run through that classifier /module, the output is the label or an indicator to signify which rule 

from the database, the gallery, and the query image rule belongs. 

 

 
Figure (1.2) Face Recognition Workflow 

 

4. FEATURE EXTRACTION  
A method of dimensionality reduction that represents the discriminative or interesting parts of an image in a 

compact feature vector. 
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4.1 HOG Feature  

Face detection went mainstream in the early 2000’s when Paul Viola and Michael Jones invented a way to detect 

faces that was fast enough to run on cheap cameras. We are going to use a method invented in 2005 called 

Histogram of Oriented Gradients (HOG). To find faces in an image, we will start by making our image black and 

white because we do not need color data to find faces: Then we will look at every single pixel in our image one 

at a time. For every single pixel, we want to look at the pixels that directly surrounding it our goal is to figure out 

how dark the current pixel is compared to the pixels directly surrounding it. Then we want to draw an arrow 

showing in which direction the image is getting, we will end up with every pixel replaced by an arrow. These 

arrows are called gradients and they show the flow from light to dark across the entire image but saving the 

gradient for every single pixel gives us excessively much detail.  It would be better if we could just see the basic 

flow of lightness/darkness at a higher level so we could see the basic pattern of the image.  

 

:  

  Figure (1.2): Image is getting darker towards the upper right. 

 

To do this, we will break up the image into small squares of 16x16 pixels each. In each square, we will count how 

many gradients point in each major direction (how many point up, point up-right, point right, etc.). Then we will 

replace that square in the image with the arrow directions that were the strongest. The result is we turn the original 

image into a very simple representation that captures the basic structure of a face in a simple way  

 

 
  Figure (1.2): the original image turned into a HOG representation 

 

The data used to train the classifier are HOG feature vectors extracted from the training images. Therefore, it is 

important to make sure the HOG feature vector encodes the right amount of information about the object. The 

extractHOGFeatures function returns a visualization output that can help form some intuition about just what the 

“right amount of information” means. By varying the HOG cell size parameter and visualizing the result, you can 

see the effect the cell size parameter has on the amount of shape information encoded in the feature vector. 
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Figure (1.2) Visualize the HOG features 

 

The visualization shows that a cell size of [8 8] does not encode much shape information, while a cell size of [2 

2] encodes a lot of shape information but increases the dimensionality of the HOG feature vector significantly. A 

good compromise is a 4-by-4 cell size. To identify a face shape visually this size setting encodes enough spatial 

information while limiting the number of dimensions in the HOG feature vector, which helps speed up training. 

In practice, should be varied the HOG parameters with repeated classifier training and testing to identify the 

optimal parameter settings.[37] 

 

To find faces in this HOG image, all we have to do is find the part of our image that looks the most similar to a 

known HOG pattern that was extracted from a bunch of other training faces: 

 

4.2 Support Vector Machine (SVM) 

 Face recognition systems are definitely still an active area of research. The support vector machine algorithm 

invented by Vapnik (1998) has been effectively applied to many pattern recognition problems. In this, we are 

using support vector machine (SVM) as a classifier. What is SVM is a Supervised Machine Learning Algorithm, 

which solves both the Regression problems and Classification problems. SVM finds a hyperplane that segregates 

the labeled dataset (Supervised Machine Learning) into two classes. 

 [39]  

 

 
Figure (1.3): SVM ability to Classify linear and Nonlinear Data 

 

4.3 Local Binary Battern (LBP)  

Local Binary Battern, is a feature descriptor  we used it for feature etraction , load the segmentation face regions 

images you want to calculate LBP features of. Split the data randomly 70% for training , 30% for testing , two 

new feature vectors was saved ( feature_train ,feature_test)  

 

The local binary pattern (LBP) operator is a gray-scale invariant texture primitive statistic, which has shown 

excellent performance in the classification of various kinds of textures. For each pixel in an image, a binary code 

is produced by thresholding its neighborhood with the value of the center pixel  

(Fig. 1 (a) and Eq. 1). 

 

http://www.ijesrt.com/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


                ISSN: 2277-9655 

[Safaa et al., 10(9): September, 2021]                                                                 Impact Factor: 5.164 

IC™ Value: 3.00  CODEN: IJESS7 

htytp: // www.ijesrt.com© International Journal of Engineering Sciences & Research Technology 

 [5] 

    
IJESRT is licensed under a Creative Commons Attribution 4.0 International License. 

 

Where, gc corresponds to the gray value of the center pixel (xc, yc) of the local neighborhood and gp to the gray 

values of P equally spaced pixels on a circle of radius R. By considering simply the signs of the differences 

between the values of Neighborhood and the center pixel instead of their exact values, LBP achieves invariance 

with respect to the scaling of the gray scale.  

 

Local Binary Pattern (LBP) is a simple yet very efficient texture operator which labels the pixels of an image by 

thresholding the neighborhood of each pixel with the value of the center pixel and considers the result as a binary 

number. Due to its discriminative power and computational simplicity, LBP texture operator has become a popular 

approach in various applications. It can be seen as a unifying approach to the traditionally divergent statistical and 

structural models of texture analysis. Perhaps the most important property of the LBP operator in real-world 

applications is its robustness to monotonic gray-scale changes caused, for example, by illumination variations. 

Another important property is its computational simplicity, which makes it possible to analyze images in 

challenging real-time settings. [30] 

 

 
Figure (1.3): Example of the basic LBP operator 

 

Face analysis using local binary patterns • Face recognition is one of the major challenges in computer vision a 

face descriptor based on LBPs •has, excellent results in face, recognition 

 

It was a powerful feature for texture classification. It has further been determined that when LBP is combined 

with histograms of oriented gradients (HOG) descriptor, it improves the detection performance considerably on 

some datasets.  

 

4.4 SVM Train  

The LBP feature are extracted from dataset in training and validation set and saved in the features_test and 

features_train respectively ,dct applied the features_test and features_train The DCT block computes the unitary 

discrete cosine transform (DCT) of each channel in the M-by-N input matrix, u ,selecting the labels name(name 

of the folders) SVM will be train using (error correction out put code ) fit cecoc to solve multi selection proplem 

.evaluate the model to see performance of the model , plot the confussion matrix , calculate the accuracy then 

calcaluate the precision . 

The model for two data set are well-trained, best accuracy, very good data.  

 

 
Figure (1.3): LBP operator Feature Extraction  

 

4.5 LIP Detection and  Localization  

This section tries to determine the best feature and color component to use for a lip detector. The lip detectors 

were made by training cascaded classifiers. This approach depends on building lip model(s), with or without using 

training face images and subsequently using, the defined model to search for the lips in any freshly input image, 

some images cant cropping mouth with cascade object detector (viola jones ) . 

 

4.5.1 Viola Jones algorithm  

Viola-Jones is quite powerful, and its application has proven to be exceptionally notable in real-time face 

detection. Has four main steps: 
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1. Selecting Haar-like features 

2. Creating an integral image 

3. Running AdaBoost training 

4. Creating classifier cascades 

 

The job of the cascade is to quickly discard non-faces or non-mouth, and avoid wasting precious time and 

computations. Thus, achieving the speed necessary for real-time face / mouth detection. We set up a cascaded 

system in which we divide the process of identifying a face/mouth into multiple stages. In the first stage, the sub 

region passes through the best features. In the next stages, we have all the remaining features. When an image sub 

region enters the cascade, it evaluated by the first stage. If that stage evaluates the sub region as positive, meaning 

that it thinks it is a face/ mouth, the output of the stage is maybe. When a sub region gets a maybe, it sent to the 

next stage of the cascade and the process continues as such until we reach the last stage. If all classifiers approve 

the image, finally classified as a human face/ mouth and presented to the user as a detection. [43]. 

Show that the method localizes the lips efficiently, with high level of accuracy (91.15%). 
 

 
Figure (1.3): Lip Detection                                                Figure of Mouth not cropping 

 

4.5.2 Detect objects using ACF object detector 

This MATLAB function detects objects within image we using the input aggregate channel features (ACF) 

object detector, its two parts Training part and testing Detect and label people using aggregate channel features 

(ACF). This algorithm is based on the peopleDetectorACF function. To use this algorithm, you must define at 

least one rectangle ROI label. You do not need to draw any ROI labels.[44] .  

 

 
Figure (1.3): Classification accuracy 

 

4.5.2.1 Image labeler  

The Image Labeler app provides built-in algorithms that you can use to automate labeling. From the app tool 

strip, click Select Algorithm and then select an automation algorithm. 

 

 
Figure (1.3): Image Labeler 

 

4.5.2.2 ROI and Scene Label Definitions 

• An ROI label corresponds to either a rectangular or pixel region of interest. These labels contain two 

components: the label name, such as "cars," and the region you create. 

http://www.ijesrt.com/
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• A Scene label describes the nature of a scene, such as "sunny." You can associate this label with a 

frame.[44] 

 

5. CONVOLUTIONAL NEURAL NETWORK (CNN OR CONVNET) 
Is a network architecture for deep learning which learns directly from data, eliminating the need for manual feature 

extraction. 

 

CNNs are particularly useful for finding patterns in images to recognize objects, faces, and scenes. They can also 

be quite effective for classifying non-image data such as audio, time series, and signal data. 

 

Applications that call for object recognition and computer vision  such as self-driving vehicles and face-

recognition applications rely heavily on CNNs. 

  

5.1 Important factors of Using CNNs for deep learning: 

• CNNs eliminate the need for manual feature extraction—the features are learned directly by the CNN. 

• CNNs produce highly accurate recognition results. 

• CNNs can be retrained for new recognition tasks, enabling you to build on pre-existing networks.[41]  

 

5.2 Feature Learning Layers and Classification  

Like other neural networks, a CNN is composed of an input layer, an output layer, and many hidden layers in 

between. 

 
 Figure (1.3): Convolutional Neural Network Layers  

 

These layers perform operations that alter the data with the intent of learning features specific to the data. Three 

of the most common layers are: convolution, activation or ReLU, and pooling. 

 

5.3 Transfer learning workflow 

 Load network, replace layers, train network, and assess accuracy. 

 

 
Figure (1.3): Transfer Learning Workflow   

 

5.4 Database and Experiments 

We have collected 4 rules  of holy Quran with 29 subjects (rules), each subjects recorded 4 times the data base 

collected 116 words large-vocabulary, single words audio-visual speech database, using Hawaii camera. The 

database contains full frontal face color video of the subjects with minor face-camera distance and lighting 

variations (see Fig. 2). The video  is captured at a resolution of 280 × 720 pixels (interlaced), a frame rate of 30 

Hz (i.e., 60 fields per second The audio is captured in a relatively “clean” office environment, at a sampling rate  
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of 16 KHz, and it is time-synchronous to the video stream. database videos are  randomly split them into 70% 

training, 30% test. 

 

Implementation and Result  

The 7 rules  data set _1  are trained and identification achived  

1-  for Allah Elevating (mufakhum) there is 3 cases in Quran each case recorded 4 times accuracy = 100% , 

Recall = 99.5000, Precision =100 , elapsed time is 35 min and 18 Sec , Epoch = 20 of 20, Iteration 260 of 

260  

 

 
Figure of CNN Training Progress Allah Elevating (mufakhum) 

 

 
Figure Confusion Matrix of CNN Training Progress Allah Elevating (mufakhum) 

 

2- for Allah Lowering (moureqeq) there is 4 states in Quran each state recorded 4 times accuracy = = 98.84%, 

Recall = 98.5088, Precision = 99.0213, elapsed time is 50 min and 25 Sec , Epoch = 20 of 20, Iteration 260 of 

260  

 

 
Figure of CNN Training Progress Allah Lowering (moureqeq)  
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Figure of CNN Training Progress Allah Lowering (moureqeq) 

 

6. RESULTS 
We choose MATLAB version 9.5.0.944444 (R2018b) as our programming environment as it offers many 

advantages. It contains a variety of image processing 

 

All  experiments emphasize the superiority of the visual words approach as a solution for the visual speech 

recognition problem. However, many challenges still remain in this area of research, particularly the large unseen 

part of speech, as the word recognition rate is greatly affected by its phoneme components, because producing 

these sounds involves the movement (dynamic) of some parts of the speech production system, and some of these 

parts can be seen (lips and mouth) and others cannot 

 

In this research has been done to the performance of a face detection to detect mouth to extract visual words 

system by making use of feature extraction with Histogram of Oriented Gradients (HOG). Features extractions 

+support vector machine classifier (SVM) and Local Binary Patterns. (LBP). 

 

It mainly consists of four parts, namely face detection, mouth detection and cropping, and feature extraction and 

classification. Face detection represents how the model detect a face and a mouth, determines the successive 

algorithms of detection and recognition. The most useful and unique features of the face image / mouth image are 

extracted in the feature extraction phase. In the classification, the mouth image is determine the correct word 

(word of the rule). The accuracy of the system for face detection is above 100% by Histogram of Oriented 

Gradients (HOG). Features extractions +support vector machine classifier (SVM) and the Local Binary Patterns 

algorithm, the accuracy of the system is above 100%. 

 

Moreover, Cascade Object Detector (Viola-Jones Algorithm), Show that the method localizes the lips efficiently, 

with high level of accuracy (91.15%). 

 

The accuracy of the system is low scores detection by Aggregate Channel Features (ACF). 

 

Many difficulties has been faced for any VSR system to detect/localize such regions to capture the related visual 

information, such as we cannot read lips without seeing them first. Therefore, lip localization is an essential 

process for any VSR system . The lips and mouth region are the visual parts of the human speech production 

system; these parts hold the most visual speech information difficulties to capture the related visual information, 

i.e. pose and lighting variations, , and lips occlusions , Blurring lips when pronouncing some letters. 

 

In future to improve the our system performance, Vision Transformers (ViTs) techniques can be combined with 

Convolutional neural networks (CNNs),in the system for video-based visual speech recognition on real time. 
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